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1. Conceive a particle free to wander along the x-axis. Suppose the
probability that it wander a given distance independent

(1) of the position from which it starts to wander,
(2) of the time when it starts to wander,
(3) of the direction in which it wanders.

It may be shown2 that under these circumstances, the probability
that after a time, t, it has wandered from the origin to a position lying
between x=xo and x=xi is

V e ct dx

where t is the time and c is a certain constant which we can reduce to 1
by a proper choice of units. This choice we shall make in what follows.
The exponential form of this integral needs no comment, while the mode
in which t enters results from the fact that

xiS x2 1 0 1 XI _(-S)2
re++ft2 dx= fB e t. dy e 11 dx

xr(ti +Q +x i/rtz dinz2d,
This identity will be presupposed in all that follows.

Let us now consider a particle wandering from the origin for a given
period of time, say from t= 0 to t= 1. Its position will then be a function
of the time, say x =f(t). There are certain quantities-functionals-
which may depend on the whole set of values of f from t= 0 to t= 1. If
we take a large number of particles (i.e. a large number of values of f ) at
random, it is natural to suppose that the average value of the functional
will often approach a limit, which we may call the average value of the
functional over its entire range. What will this average be, and how shall
we find it?

IfF {f} is a functional depending on the values off for only a finite num-
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ber of values of the argument off-if F {f} is a function3 of f(tl), f(t2)I...,
f(tx) of the form 4 [ f(t1), ..., f(tx) ]-then it is easy enough to give a
natural definition of the average of F, which we shall write A {F}.
We can reasonably say

A{F } 7"t,(t tl)...(tx tX_, j_ b_0.. t' ')
X_1 (Z2 - X) 2 _ . n-xX_1)2

e it i-tindxix.....dx,.

In particular if F if [f(tl) ]"l[f(t,)]Ims ... [f(t#)J]X,
then

A F

+/r t(t-L) ... (tn-tx- ..J XI ml .. Xn mn

x12 (Zn-Zn _1)2
e L n-tn- ...dx-d

r tl(ts-t) i... (tn-tn- 1) fL fLYzm(Y2 + y1)t2 (yn + Yn-1 +

+y)mne tz . x. n dy, dy

1-JwJ0 (til/2Z1)l [(t3-t) /82z + t41/2-6 ... (tn tn-l) zn

+ ... + ti /2z me-Z1- ... zx dsi... dz.

This latter integral is in the form

f .. P(l. j _)e s z*, *. dz.

where P is a polynomial, and can be evaluated by means of the well known
formulae:

f e-y2yn + ldy=0O
,Jwe00 tsy2 _ - 1.3.5...(2n-1)

e y"dy- Ir 2

We can thus easily evaluate A {F} as a polynomial in ti, t2, ..., tx, whichwe
shall call Pn,, ..., mn(tn, ...,Itn) It is easy to show that if Zmk is odd,

To return to the more general functional: there is a large class of so-called
analytic functionals,4 which may be expanded in the form of series such as
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F{ff} = ao+ f(X)oi(x)dX +f f(x) f(y)v2(x,y)dxdy +

+f ...f(xi) ...f(xjo.(xi, ..., xx) dxi ... dxn +
and an even wider class of what may be called Stieltjes analyt ic functionals,
in which the general term

f1...f f(xl) ...f(xS)cp,(xi, ..., xx)dxl ... dx,

is replaced by the Stieltjes integrals

0f(.. )f(...f(xn)dfn(xi,_px...,
In what follows, we shall confine our discussion to Stieltjes analytic func-
tionals, which we shall call simply analytic. The problem with which we
are now concerned is the definition of the average of an analytic functional.
Now, the first property which any average ought to fulfil is that the average
of the sum of two functionals should equal the sum of their averages. We
should expect, therefore, that:

(a) Over a wide range of cases, the average of a series should equal the
series of the averages of the terms;

(b) The average of a Stieltjes integral, single or multiple, of a given
functional with respect to such parameters as it may cont)dn, should be
equal to the integral of the average;

(c) A constant multiplied by the average of a functional should equal
the average of a constant times the functional.
In accordance with this, we get the following natural definition of the

average of the analytic functional F.

A {F = A {ao +f1f(x)dAti(x) +f f f(x)f(y)d412(x,y) + ...

= ao + A f(x)diP'(x) } + A {Jf,f(x) f(y)d4&2 (X,y) } +
= ao +f A {f(x) }do, (x) +f f'A {f(x)f(y) }d462(x,y) +

We have already seen how to determine A {f(xi)...f(x,) } as a polynomial
in the xk's. Hence whenever the above series converges, we have now
a way of obtaining a perfectly definite value for A {F}. It may be noted
that every term in the above expression in which the sign of integration
is repeated an odd number of times is identically zero.

IfA {F} is to behave as we should expect it to behave, there are certain
properties which it must fulfil, at least over a large and important class
of cases. Among these are the following:
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(1) A IF1I +AIF2} = AIF1+F2}
(2) cA{Fi} = A{cFl}

00 {0

(3) 2A{Fn} =A{ZFn}

(4) If F, is a functional depending on the parameter x, and u(x) is
a function of limited total variation, then

f: A{F}du = A{f Fzdu}
(5) Suppose F:1,...,t(xl, ...x,) be defined as F{4 .xn (t) where

f X .7--Xn(t) assumes the value
tl, ..., tn

(t-tk) (Xk + 1- Xk)Xk +
tk + 1-tk

for tk <t<tk-k1. Then

A{F} =limv- F]Z (tk-tk- 1) r F tl t(XlXy..IX.)
X12I (Xk-Xk 0)2

e t4 (tk -tk-1) dxl ... dxn,
where the limit is taken as the tk'S increase in number in such a manner
to divide the interval from 0 to 1 more and more finely.

2. The next task before us is to investigate hypotheses which are
sufficient to guarantee the validity of propositions (1)-(5). Propositions
(1) and (2) require indeed very little discussion, for they are always satis-
fied when the series for F1, F2, A {F1} and A {F2} converge. In (3), let
F1,..., F...., and the series 2Fn all possess averages, and let

oo m

2 F=2 Fn+Rm
1 1

where A Rm} vanishes asm increases without limit. Then
m

A{ F} =2 A{Fn} +A{R}.

Therefore

limA{A Fn}-A{Fx} 0

and (3) is proved. If 2Fn converges and lim A {Rm} = 0, we shall say
2Fx converges smoothly.

Proposition (4) reduces to the ordinary inversion of a multiple Stieltjes
integral when Fs{f} is of the form

Jb...J f(xi) ... (xx)d4_6n(xjj ..txwxt)
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and 4,, is a function of limited variation in xl, ..., x#. What we wish to
prove is that

f8b{,Jf...f' A {f(xi) ...f(xx) I d4(xi, ..., xx) }du

A{ {f... f(xl)...f(xU) d+ (Xi, ... Xir)} du }
Now

f... f(xl) ...f(x) d4s (xi, .., xx) } du =
fC [uimEf(a)*..f ( a,)+AI..s 14(xi,XXXx. x) du.

a, xi.a..X
If in this latter expression the total variation of 4 is less than a quantity
independent of x, we can permute the fb and the lim, and get

lim 2 f(tia) ..f(tn) A y+b A(xi,..., xx, x) du,
a,~~~~~~~X a....xx

which we may write

...@J f(xi) ... (xx)d[,,fb6(x,,XIP..IxX) du]

In this we suppose f uniformly continuous. It is easy to show that on
our assumptions f.4,(x(,..., x,, x)du is of limited variation. Conse-
quently we obtain

A {f{ ...f f(xl) ...f(xx)d4x (xi, ..- xx*x) }du }

= f'...fA {f(xi) ...f(x") }d [f 4(xil ..., x", x) du].
A further transformation just like the preceding turns this into

00)JA {f(xi) ...f(xx) I di, (X1X I xXn ) }du
so that we have now a sufficient condition for the validity of our theorem.
The extension to non-homogeneous terminating analytic functionals is
obvious. The extension to non-terminating analytic functionals may
be deduced with the help of (3) and a well-known theorem oU the in-
tegration of uniformly convergent series, and reads as follows: let F,,
be an analytic functional of the form

ao + f... ff(xi) ...f(x5) 4(x1 ..., x, x)
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where the tota variation of each J. is less than some quantity independent
of x, and let each An be uniformly continuous in x over the interval. (a, b).
Let u(x) be a function of limited total variation in x over the same interval.
Let A { fbFzdu} exist, and let

lim z ... A I f(x) ...f(x)} dix (x ,... x x) =0m X n mi

uniformly in x. Then

LA Fx}du = A{ Fz du}.
As to (5), let us begin as above with a functional of the form

f ,b..J f(xi) ...f(xx) dOx6 (xi, ...,x.).
Consider

I = fW ... fw A {f(xi) ...f(x j d (xi, .., xx)
where A is taken in the original sense as an n-fold integral. By definition

I = lim 2 A{jf(t) ...f(txe) I ,x ,a +x .xn + 1OX+ (XI, ..., XO)X1ca...Xno
as ....,

where Xo=O, Xkl,..., Xk,,= 1 is an increasing sequence of numbers, kK lies
betweenxkKand Xk,K+1 and lim is taken as maX(Xk,K+1-XkK) approaches
0. Let V be the total variation of tRn as its arguments range from 0
to 1, and let M stand for max(xk,K+1-XkK). ILet Q stand for the least
upper bound of the variation of A {f(xi)... f(xx) } as the point (xl, ..., xx)
wanders over an interval (xlsa+1 s$x#+1) Then

(6) II A { f(tia) XG)A i ...Xs, + IHx(xif ... XX) < VQ.
a, ...,,

Now, let fm(x) be that function whose graph is the broken line with
corners at (X(K),f(X(K)), where 0(K0,xo) =0, x(,)= 1. Then if x lies
between X(K) and X(K+1),ff(X) is of the form afm(X(K)) + bfm(x(K)) *+a+b.

It follows that if (tla,.. ) lies in the interval (Xa+) ...X(X+) )

A {fm(t)...fm(txa) } is of the form
ajC, + a2C2 + ..+ ap,Cp

aC + a2 + ... + ap
where each Ck is the value of some A {f(Q1)...f(f,) } such that (,.
is a corner of the hyperparallelopipedx(',+').(#+') . It readily results

from considerations of continuity that A tfm()...fm(,p) } is of the form
A {lf(?ia)...f(,gx) } where ('a, ..., ,x,) also lies in the interval x(,+1)-e*$(#+1)-
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Maling use of this fact, and of the fact that

it )t(-,...( _x tl 4tJ (X1 .0.. X.)
tx*v $X - I dxl ..-O.. dx,,

is an increasing functional of 4)(xi, x,x), we can draw the conclusion that

AIIffm} } = A{ ...f| (xI) ..f (x) #X (Xli ...Xu)}
if it exists, lies between the uppermost and lowermost values of

A 1fm(E,a) ...fm(tu) } ,(a+1)..... X( + 1) lC,(XxI, ..., x,)
a. ...,P

and hence of

A lf('ija) ...f(n.) I (a + 1) ...X(^ + 1) (x.(X, X,)X(a) ... X(#a....
From this and (6) we can deduce
(7) III-A 14b{fm} } I < 2VQ
where Q is taken for xkK =X(K)-

This proves our theorem for homogeneous analytic functionals. In
precise terms, then, our general theorem will read: let

F {f} = aO+ f .ff(xi) ...f(xx.) do# (xl, ..., xx) = ao+ EF,.1fI
be an analytic functional. Let V. stand for the total variation of F,. as its
arguments range from o to I: Let (X(,),..., X(,)) be a set of numbers in
ascending orderfrom o to i, inclusive. Let M stand for max(X(X+1)-z(K)
and Q,x for the upper bound of the variation of A tf(x)...f(xx) } as the
point (XI,..., x,) wanders over the interval (X(a).+..X ))(tf(x)
be the function whose graph is the broken line with corners at (o, o) and
(X(K),f(X(K)). Then if

00

(a) lim VkQk=O,
MMO 1

(b) A {F,x {f,,} } exists for every ,u and n according to the definition
of A as a multiple integral:

(c) the series for F converges smoothly;

(d) lim A ,Fm{fpI _exists for evry when A is taken as a

multiple integral; it follows that
A {F} = lim A lFtf.I Is

M-0
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where the first A is defined in the sense of the average of an analytic fuActional,
and the second as a multiple integral. A precisely analogous theorem
holds when fm(x) instead of a broken straight line is any broken line with
corners at (0, 0) and at (X(K),f(X(K)))v and consists of monotone arcs
between these points. This last theorem makes our average of a functional
the limit of the average of a function of a discrete set of variables, and
justifies our use of the term average.

'The problem of the mean of a functional has been attached by Gateaux (Bull. Soc.
Math. de France, 1919, pp. 47-70). The idea of using the analytic functional as a
basis is there found. The actual definition, however, is essentially different, and does
not lend itself readily to the treatment of the Brownian Movement, for which the
present method is especially adapted.

2 Einstein, Leipsig, Annalen Physik, 17, 905.
'We here take t1, <th< ... < ts.
Cf. V. Volterra, Fonctions des Ligns.

'Cf. P. J. Daniell, Annals of Matmatics, Sept., 1919, p. 30.

ON THE CALCULATION OF THE X-RAY ABSORPTION
FREQUENCIES OF THE CHEMICAL ELEMENTS

By Wn4aim DUAN
JSFEIRSON PHYSIcaL LABORATORY, HARDvA UNIVZRSITY

Communicated July 23, 1921

The K critical absorption frequency of a chemical element is the highest
frequency of vibration known to be characteristic of that element. In
our laboratory we have measured the K critical absorption frequencies
of most of the chemical elements by the ionization method. This data,
together with measurements made elsewhere by the photographic method,
may be found in Table 2 of a report by the author on Data Relating to
X-Ray Spectra, which has been published by the National Research
Council.
At a symposium on Ultra-Violet Light and X-Rays, held at the meeting

of the American Association for the Advancement of Science at St. Louis
in December 1919,1 I presented a set of computations of the K critical
absorption frequencies based on the Rutherford-Bohr theory of atomic
structure and the mechanism of radiation. The computed values equalled
the observed values to within one or two per cent. In these com-
putations the electrons were supposed to revolve in orbits which lay in
planes passing through the nucleus of the atom.

Later I presented2 to the National Academy of Sciences and to the
American Physical Society computations of these K critical absorption
frequencies, calculated on the assumption that the orbits did not all
lie in planes through the nucleus. I assumed that the orbits were cir-
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